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Cognitive Architecture and Instructional Design

John Sweller,1,4 Jeroen J. G. van Merrienboer,2 and
Fred G. W. C. Paas3

Cognitive load theory has been designed to provide guidelines intended to assist
in the presentation of information in a manner that encourages learner
activities that optimize intellectual performance. The theory assumes a limited
capacity working memory that includes partially independent subcomponents
to deal with auditory/verbal material and visual/2- or 3-dimensional
information as well as an effectively unlimited long-term memory, holding
schemas that vary in their degree of automation. These structures and functions
of human cognitive architecture have been used to design a variety of novel
instructional procedures based on the assumption that working memory load
should be reduced and schema construction encouraged. This paper reviews
the theory and the instructional designs generated by it.

INTRODUCTION

The expansion in knowledge of cognitive structures and processes in
recent years has provided a new and very promising source of research
hypotheses associated with instructional design principles. This paper re-
views aspects of the instructional design literature that have been generated
by cognitive load theory, a theory that emphasizes working memory con-
straints as determinants of instructional design effectiveness. We begin by
discussing human cognitive architecture, its relations to some basic catego-
ries of information, and its consequences for learning phenomena such as
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generalization and transfer. This discussion of human cognitive architecture
includes an outline of cognitive load theory and its general principles. Issues
associated with measuring cognitive load are discussed next. Lastly, a de-
scription of the instructional design principles generated by cognitive load
theory and the experiments providing evidence for the effectiveness of the
principles are considered.

SOME ASPECTS OF HUMAN COGNITIVE
ARCHITECTURE

Working Memory

Working memory can be equated with consciousness. Humans are con-
scious of and can monitor only the contents of working memory. All other
cognitive functioning is hidden from view unless and until it can be brought
into working memory. The limitations of human working memory are both
well-known and widely accepted. Working memory is capable of holding only
about seven items or elements of information at a time (Miller, 1956). Fur-
thermore, because working memory is most commonly used to process in-
formation in the sense of organizing, contrasting, comparing, or working on
that information in some manner, humans are probably only able to deal
with two or three items of information simultaneously when required to
process rather than merely hold information. Any interactions between ele-
ments held in working memory themselves require working memory capac-
ity, reducing the number of elements that can be dealt with simultaneously.

Whereas, initially, working memory was considered a unitary construct,
modern theories of working memory place a greater emphasis on partially
independent processors. These processors are frequently associated with
individual sensory modes. For example, Baddeley's theory (see Baddeley,
1992 for a summary) divides working memory into a "visual-spatial scratch
pad" for dealing with visually based information and a "phonological loop"
to deal with auditory, primarily speech-based, information. These two sys-
tems, in turn, are governed by a central executive that probably more
closely resembles the unitary working memory originally proposed by work-
ing memory theories. As indicated below, under certain restricted condi-
tions, working memory capacity may be increased by the use of multiple
processors rather than by a single, working memory processor.

The implications of working memory limitations on instructional design
can hardly be overestimated. All conscious cognitive activity learners en-
gage in occurs in a structure whose limitations seem to preclude all but
the most basic processes. Anything beyond the simplest cognitive activities
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appear to overwhelm working memory. Prima facie, any instructional design
that flouts or merely ignores working memory limitations inevitably is de-
ficient. It is this factor that provides a central claim of cognitive load theory.

Despite these apparent restrictions, the intellectual heights to which
humans are capable indicate that structures other than working memory
must play a critical role in human cognition. The seat of human intellectual
skill may more likely reside in long-term rather than working memory.

Long-Term Memory

Humans are not directly conscious of long-term memory. Awareness
of its contents and functioning is filtered through working (conscious) mem-
ory. It is possibly partly for this reason that knowledge concerning the char-
acteristics of long-term memory and its importance developed somewhat
more slowly than was the case for working memory. Furthermore, from
the point of view of those concerned with either long-term memory or with
instructional design, the topic that provided the initial source of that knowl-
edge may appear bizarre—the game of chess.

De Groot (1966) studied the factors that distinguish the differential
ability of chess grand masters and less able players. Although grand masters
virtually always defeat weekend players, it was not clear what they knew
or what they did that permitted the huge disparity in skill. De Groot es-
tablished that differential search was not a relevant factor. Grand masters
did not appear to consider a greater number of alternatives when searching
for a move than did less able players. The only difference that could be
established clearly was in memory of board configurations taken from real
games. If more and less able players were shown a board configuration
taken from a real game for about five seconds and then were asked to
reproduce that configuration from memory, grand masters could correctly
place most of those pieces, whereas less able players were only able to
correctly place far fewer pieces. Furthermore, as Chase and Simon (1973)
demonstrated, this difference was not due to a difference in working mem-
ory. Chase and Simon found that they could reproduce de Groot's results
using configurations taken from real games but found no difference when
random configurations were used. This result suggested that working mem-
ory was not a relevant factor.

Why should expert chess players be superior at reproducing board con-
figurations taken from real games but not random configurations? Grand
masters have spent many years of practice attaining their high level of ex-
pertise. De Groot's (1966) results indicate what they learn during those
years: to recognize thousands of board configurations that can occur during
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chess games. According to Simon and Gilmartin (1973), they could learn
as many as 100,000 such configurations. As a consequence, grand masters
can easily and accurately reproduce configurations taken from real games
because each configuration is one with which they are familiar, but they
are no better than anybody else at reproducing random configurations with
which they are unfamiliar.

Why should memory of board configurations result in superior playing
skill? Skilled chess players recognize most of the board configurations they
encounter, and they have learned the basic move associated with each con-
figuration. Unlike less-skilled players, they do not have to search for good
moves using limited working memory. Rather, they use knowledge of board
configurations and the appropriate moves associated with those configura-
tions. This knowledge, acquired after years of practice (see Ericsson and
Charness, 1994), is stored in long-term memory and, on current evidence,
may be the only factor determining different levels of skill.

Similar findings were obtained in a variety of domains during the late
1970s and early 1980s (e.g., Barfield, 1986; Egan and Schwartz, 1979; Jef-
fries, Turner, Poison, and Atwood, 1981; Sweller and Cooper, 1985). All
studies confirmed that the major factor distinguishing novice from expert
problem solvers was not knowledge of sophisticated, general problem-solv-
ing strategies but, rather, knowledge of an enormous number of problem
states and their associated moves.

There are many instructional design implications that flow from these
findings. Later sections of this paper will be concerned with specific design
principles. At this point, we wish to emphasize some of the more general
consequences that flow from the limited working memory/very large long-
term memory model assumed by most cognitive researchers and outlined
above. The human cognitive system can be characterized as one that places
its primary emphasis on the ability to store seemingly unlimited amounts
of information in long-term memory. This information does not just consist
of small, isolated facts but can include large, complex interactions and pro-
cedures. (The nature of these interactions and procedures are discussed
below.) From this view, human intellectual prowess comes from this stored
knowledge, not from an ability to engage in long, complex chains of rea-
soning in working memory. Indeed, knowledge about working memory limi-
tations suggest humans are particularly poor at complex reasoning unless
most of the elements with which we reason have previously been stored in
long-term memory. Working memory simply is incapable of highly complex
interactions using novel (i.e., not previously stored in long-term memory)
elements. It follows, that instructional designs and instructional recommen-
dations that require learners to engage in complex reasoning processes in-
volving combinations of unfamiliar elements are likely to be deficient.
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Human working memory does not support such activity. Chess grand mas-
ters are successful, not because they engage in more sophisticated reasoning
procedures than weekend players, but because they have access to knowl-
edge unavailable to others. If anything, it is the less expert players who
must engage in complex chains of reasoning but, of course, these are likely
to overburden working memory. Novice players must engage in such rea-
soning, not because it is particularly effective but rather, because they do
not have access to knowledge that is effective. When translated to the field
of instructional design, it follows that instruction should facilitate domain
specific knowledge acquisition, not very general reasoning strategies that
cannot possibly be supported by human cognitive architecture.

Schema Construction

If knowledge is the basis of human intellectual skill, what form does
that knowledge take? According to schema theory, knowledge is stored in
long-term memory in the form of schemas. A schema categorizes elements
of information according to the manner in which they will be used (see
Chi, Glaser, and Rees, 1982). Thus, chess grand masters have schemas that
categorize board pieces into patterns that tell them which moves are ap-
propriate. Schemas can tell us that certain objects are trees to which we
can react in a common way even though no two trees have identical ele-
ments. When reading, we can derive meaning from an infinite variety of
marks on a page because we have schemas that allow us to appropriately
categorize letters, words, and combinations of words. Schemas provide the
elements of knowledge. According to schema theory, it is through the build-
ing of increasing numbers of ever more complex schemas by combining
elements consisting of lower level schemas into higher level schemas that
skilled performance develops. Often, this acquisition of schemas is an ac-
tive, constructive process. Reading provides a clear example. In early school
years, children construct schemas for letters that allow them to classify an
infinite variety of shapes (as occurs in hand writing) into a very limited
number of categories. These schemas provide the elements for higher order
schemas when they are combined into words that in turn can be combined
into phrases, and so forth. Ultimately, this process allows readers to rapidly
scan a page filled with a hugely complex array of squiggles and derive
meaning from it.

Schemas are stored in long-term memory. One of their obvious func-
tions is to provide a mechanism for knowledge organization and storage.
It is not their only function. Schemas also reduce working memory load.
Recall, that working memory can process only a limited number of elements
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at a time. Although the number of elements is limited, the size, complexity,
and sophistication of elements is not. A schema can be anything that has
been learned and is treated as a single entity. If the learning process has
occurred over a long period of time, the schema may incorporate a huge
amount of information. Our schema for a restaurant includes extensive
knowledge about food and its functions in human affairs; money and its
role in exchanging goods and services; the basic architecture of buildings;
furniture and how it is used; plus many other facts, functions, processes,
and entities. This huge array of elements has been acquired over many
years but can be held in working memory, as a single entity. No reader of
this paper will find the concept of a restaurant intellectually demanding.
It can be held and processed in working memory effortlessly because our
restaurant schema acts as a single element. The subelements, or lower-level
schemas that are incorporated in the higher-level schemas no longer re-
quire working memory capacity. In fact, the huge number of elements that
are incorporated into a restaurant schema could not possibly be processed
in working memory as individual elements. Because of schema construction,
although there are limits on the number of elements that can be processed
by working memory, there are no apparent limits on the amount of infor-
mation that can be processed. A schema, consisting of a single element in
working memory has no limits on its informational complexity. In summary,
schema construction has two functions: the storage and organization of in-
formation in long-term memory and a reduction of working memory load.
It can be argued that these two functions should constitute the primary
role of education and training systems.

Schema Automation

Automation is an important process in the construction of schemas.
All information can be processed either consciously or automatically
(Schneider and Shiffrin, 1977; Shiffrin and Schneider, 1977). Conscious
processing occurs in working memory and has all the characteristics de-
scribed above. Automatic processing largely by-passes working memory and
has quite different characteristics to conscious processing. Automaticity oc-
curs after practice, normally extensive practice. With sufficient practice, a
procedure can be carried out with minimal conscious effort (i.e., with mini-
mal working memory load). For example, most adults can read without
consciously processing the individual letters that make up the prose being
read. The procedures involved in reading the letters became automated in
childhood. In contrast, a young child just learning to read must consciously
process each letter.
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Kotovsky, Hayes, and Simon (1985) demonstrated the importance of
automation in problem solving. They used problems that were structurally
identical in that they could be mapped onto each other in a 1:1 fashion
(isomorphic problems). These problems differed only in their surface struc-
tures. As a consequence of the differences in surface structure, the prob-
lem-solving rules (which are indistinguishable from schemas as the term is
used in this paper), although structurally identical, differed in their descrip-
tions. Some descriptions could easily be processed in an automatic fashion
because they were familiar, whereas others required considerably more con-
scious processing because they did not connect with familiar procedures.

Kotovsky et al. found that the problems could differ in their difficulty
by a factor of 16. They attributed this huge difference to differences in auto-
mation. Problem solvers using automated rules had substantial working
memory reserves to search for a problem solution. When using nonauto-
mated rules, most or perhaps all working memory capacity may have been
devoted to retrieving the rules. With little capacity left to engage in a prob-
lem-solving search, the achievement of solutions was slow and cumbersome.
The differences between the problem variants could be substantially de-
creased by having problem solvers memorize less familiar rules prior to at-
tempting to solve the problems. Under these conditions, the rules became
partially automated with an attendant increase in working memory capacity
available for problem search. Indeed, when first attempting to solve these
more difficult problems, problem solvers may in effect have unintentionally
been engaged solely in the process of automating the rules. Because solution
was effectively impossible until the rules had been at least partially auto-
mated, the only effect of the initial problem-solving attempts may have been
to automate the rules to the point where solution eventually became feasible.

Schemas are examples of sophisticated rules. They probably become
automated in exactly the same way as problem-solving rules. When faced
with a problem such as (a + b)/c = d, solve for a, people may immediately
and automatically know that this problem is solved by multiplying out the
denominator as the first move. They have an automated schema for this
problem that tells them immediately, without conscious processing, how the
problem should be solved. In contrast, students who have just learned to
solve this category of problem may need to actively attempt to recall the
solution procedure: "Do I multiply out the denominator first on this type
of problem or do I subtract the addend? I remember now, I multiply out
the denominator." Learners who have a more automated schema have
more working memory capacity available to use the schema to solve more
sophisticated problems. Similarly, a reader who has automated the schemas
associated with letters, words and phrases has working memory capacity
available to devote to the meaning of the text, whereas less sophisticated
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readers may be able to read the text perfectly well but not have sufficient
working memory capacity available to extract meaning from it.

Automation is therefore an important factor in schema construction.
As is the case for schema construction, automation can free working memory
capacity for other activities. With automation, familiar tasks are performed
accurately and fluidly, whereas unfamiliar tasks—that partially require the
automated processes—can be learned with maximum efficiency because
maximum working memory capacity is available. Without automation, a pre-
viously encountered task may be completed, but performance is likely to be
slow and clumsy. Novel tasks may prove to be impossible to complete until
prerequisites have not only been learned but also automated, because with-
out automation there may be insufficient working memory capacity to even
begin learning and performing the new task. From an instructional design
perspective, it follows that designs should not only encourage the construc-
tion of schemas, but also the automation of schemas that steer those aspects
of a task that are consistent from problem to problem (van Merrienboer,
1997; van Merrienboer, Jelsma, and Paas, 1992). Techniques that encourage
automation are discussed in subsequent sections.

Human cognitive architecture can be summarized as follows. We have
a limited working memory that deals with all conscious activities and an
effectively unlimited long-term memory that can be used to store schemas
of varying degrees of automaticity. Intellectual skill comes from the con-
struction of large numbers of increasingly sophisticated schemas with high
degrees of automaticity. Schemas both bring together multiple elements
that can be treated as a single element and allow us to ignore myriads of
irrelevant elements. Working memory capacity is freed, allowing processes
to occur that otherwise would overburden working memory. Automated
schemas both allow fluid performance on familiar aspects of tasks and—by
freeing working memory capacity—permit levels of performance on unfa-
miliar aspects that otherwise might be quite impossible.

The next question that needs to be asked is how do information struc-
tures interact with the cognitive structures discussed in this section. That
question is addressed in the next section and provides the core of cognitive
load theory.

COGNITIVE LOAD THEORY: SOME INFORMATION
STRUCTURES AND THEIR COGNITIVE LOAD

CONSEQUENCES

The cognitive architecture discussed in the previous section suggests
that prime goals of instruction are the construction and the automation of
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schemas that are useful for solving the problems of interest. Although sche-
mas are stored in long-term memory, in order to construct them, information
must be processed in working memory. Relevant sections of the information
must be extracted and manipulated in working memory before being stored
in schematic form in long-term memory. The ease with which information
may be processed in working memory is a prime concern of cognitive load
theory. Working memory load may be affected either by the intrinsic nature
of the material (intrinsic cognitive load), or alternatively, by the manner in
which the material is presented, or the activities required of students (ex-
traneous cognitive load). Intrinsic cognitive load cannot be altered by in-
structional interventions because it is intrinsic to the material being dealt
with, whereas extraneous cognitive load is unnecessary cognitive load and
can be altered by instructional interventions. Extraneous cognitive load is
determined by the instructional design (see Sweller, 1994). A further dis-
tinction can be made between extraneous cognitive load and germane cog-
nitive load. Although both can be altered by instructional interventions,
extraneous cognitive load reflects the effort required to process poorly de-
signed instruction, whereas germane cognitive load reflects the effort that
contributes to the construction of schemas. Appropriate instructional designs
decrease extraneous cognitive load but increase germane cognitive load.

Intrinsic Cognitive Load and Element Interactivity

Curriculum materials can differ substantially in the extent to which they
impose a working memory load. The working memory load imposed depends
on the number of elements that must be processed simultaneously in work-
ing memory, and the number of elements that must be processed simulta-
neously, in turn, depends on the extent of element interactivity. An element
is anything that has been or needs to be learned, most frequently a schema.

Consider someone who has to learn a new vocabulary, such as a for-
eign language vocabulary, computer terminology, or chemical symbols. The
task may be difficult because there may be a large number of vocabulary
items that require learning. Nevertheless, it does not impose a heavy cog-
nitive load. Each element of the task can be learned without reference to
any of the other elements. Learning that Fe is the symbol for iron can be
accomplished without reference to, for example, the fact that Cu is the
symbol for copper or indeed, any other chemical symbols. The task is low
in element interactivity in that the elements that must be learned do not
interact and so can be learned in isolation. When noninteracting elements
can be learned in isolation, intrinsic cognitive load is low because working
memory load due to the intrinsic nature of the task is low.
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Low-element interactivity tasks allow elements to be learned serially
rather than simultaneously. The tasks can be fully understood and learned
without holding more than a few elements in working memory at a time.
High-element interactivity tasks are at the other end of the continuum. To
understand and learn these tasks, several elements must be manipulated
in working memory simultaneously. For example, whereas learning the vo-
cabulary of a foreign language is a low element interactivity task, learning
the grammatical properties is likely to be a high element interactivity task
because the elements interact and because learning them as individual ele-
ments may make no sense. As an example, we only can understand the
required order of words in the English language by considering all of the
words in a phrase. It would make little sense to consider one word at a
time. Knowing that all of the words in a phrase is the correct order while
in a phrase the words all of is incorrect, cannot be learned by considering
each word individually. Failing to relate each word to the others results in
failure to learn the task. Learning word order is a high element interactivity
task because all of the elements must be processed in working memory
simultaneously. A heavy cognitive load is a consequence.

Mathematical tasks tend to be high in element interactivity. Consider
a student who is learning to multiply out a denominator in an equation
such as alb = c. To understand the procedure as opposed to rote memo-
rizing it, the student must simultaneously consider that both sides of the
equation can be multiplied by b with the equality still retained and that
the term, b/b on the left side is a result of multiplying by b and cancelling
to 1, leaving the equation, a = cb. Because the elements interact, it makes
no sense for students to attempt to learn this procedure sequentially, one
element at a time. Attempting to learn what happens on the left side of
the equation without simultaneously considering what happens on the right
side will result in a lack of mathematical understanding. For students who,
unlike most readers of this paper, do not have a schema for this process
and who must hold all of the elements individually and simultaneously in
working memory, the intrinsic cognitive load may be overwhelmingly high.
Not surprisingly, some students learn this procedure merely by learning
that the b is shifted to the right to give cb. Learning the procedure in this
fashion substantially reduces the cognitive load but at the expense of un-
derstanding.

Understanding

The term understanding is applied only when dealing with high ele-
ment interactivity material (see Marcus, Cooper, and Sweller, 1996). Ma-
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terial is hard to understand when it consists of many interacting elements
that cannot be readily held in working memory. Material that can be easily
held in working memory is easy to understand. It follows that low element
interactivity material is easy to understand. Indeed, if element interactivity
is sufficiently low, understanding is so straightforward that we tend not to
even use the term understanding. We normally do not refer to someone
understanding or failing to understand the translation of the word cat from
one language to another. Failure to correctly translate normally is said to
be due to failure of memory or failure to learn, never failure to understand.
In contrast, a student learning to multiply out a denominator in the ex-
pression, alb = c, who ends up with the expression, alb = cb, equally has
failed to learn or remember part of the procedure. Nevertheless, in this
case, the failure tends to be encompassed in the term failed to understand.
Understanding occurs when high element interactivity material can be held
simultaneously in working memory. The mechanism by which this process
occurs is discussed next.

Expertise, Schema Construction, and Element Interactivity

Most readers of this paper have no difficulty holding all of the elements
associated with the expression, a/b = c, along with the procedure for its
transformation into a = cb, in working memory. We are experts in this par-
ticular domain and understand the procedure. As a consequence, we can
hold the material in working memory despite the large number of elements
involved. The mechanism that permits this accomplishment is schema con-
struction, discussed above. Once a schema has been constructed, the inter-
acting elements are incorporated within the schema and do not need to be
considered individually within working memory. The schema can act as a
single element in working memory and will impose minimal working memory
demands, especially if it is automated. For most readers of this paper, mul-
tiplying out a denominator is considered a single entity or element rather
than multiple, interacting elements. Furthermore, once constructed, this
schema can act as an interacting element in higher order schemas. More
complex algebra involving the multiplying out of a denominator interacting
with other elements can be held in working memory.

It follows from this discussion, that levels of element interactivity can-
not be determined merely by analyzing the instructional material. A large
number of interacting elements for one person may be a single element
for someone with more expertise. Element interactivity can be determined
only by counting the number of interacting elements with which people at
a particular level of expertise are likely to deal. Knowing the probable char-
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acteristics of a potential target population of learners is essential when de-
termining element interactivity (see Sweller and Chandler, 1994 for proce-
dures used to estimate element interactivity). For the same reason, target
group analysis should be integrated with knowledge analysis (hierarchical
analysis of the material to be learned) when designing instruction, so that
the knowledge can be communicated to the learners at the right grain size
(van Merrienboer, 1997).

Intrinsic cognitive load through element interactivity is determined by
an interaction between the nature of the material being learned and the
expertise of the learners. It cannot be directly influenced by instructional
designers although as discussed below, it certainly needs to be considered
by designers. From a learner's perspective, intrinsic cognitive load is added
directly to extraneous cognitive load. Extraneous cognitive load, discussed
below, provides the core of cognitive load theory and is under the direct
control of instructional designers. The distinction between extraneous cog-
nitive load and germane cognitive load also is discussed below.

Extraneous Cognitive Load and Instructional Design

The design of practice and the organization and presentation of in-
formation is the domain of instructional designers. Although there are
many factors that a designer may consider, the major thesis of this paper
is that the cognitive load imposed by instructional designs should be the
pre-eminent consideration when determining design structures. Limited
working memory is one of the defining aspects of human cognitive archi-
tecture and, accordingly, all instructional designs should be analyzed from
a cognitive load perspective. We argue that many commonly used instruc-
tional designs and procedures, because they were designed without refer-
ence to working memory limitations, are inadequate.

In this subsection, we simply summarize some instructional design con-
siderations, with particular reference to designs that are inadequate because
they impose a high extraneous load which is not relevant for learning. In
the next subsection, we consider instructional designs that also increase cog-
nitive load, but which nonetheless are optimal because they direct learners'
attention to cognitive processes that are relevant for learning or schema con-
struction (i.e., instructional designs that increase germane cognitive load).
Subsequently, we will provide more details, including alternative designs that
take working memory limitations into account. We also summarize the ex-
perimental evidence demonstrating the effectiveness of alternative instruc-
tional designs.
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Consider a student who is learning a new topic in mathematics, sci-
ence, or technology. Typically, the student is presented some new material,
shown one or two worked examples, and then practices the procedures by
solving many problems. For conscientious students, most time is likely spent
and most learning likely occurs during the problem-solving phase. As a con-
sequence, questions concerning the effectiveness of problem solving as a
schema construction and automation device become pertinent.

Problem solving search places heavy demands on working memory
(Sweller, 1988). The strategy most commonly used by people faced with
novel problems for which they do not have previously constructed sche-
mas—means-ends analysis—requires problem solvers to consider a current
problem state (e.g., alb = c), consider the goal state (e.g., a = ?), extract
differences between the two states, and find a problem-solving operator
(e.g., the rules of algebra such as subtracting an addend or multiplying out
a denominator) that can be used to reduce or eliminate differences between
a current problem state and the goal state. In addition, any subgoals that
have been established need to be kept in mind. This particular problem-
solving search strategy, although an efficient means of solving the problem,
bears little relation to learning. In an educational context, learning is the
primary goal of the exercise. Except in a test, attaining a problem goal is
not directly relevant. Furthermore, not only is a means-ends, problem-solv-
ing search strategy distant from any schema construction goals, the strategy
imposes a very heavy cognitive load that interferes with learning (Sweller,
1988). Under these circumstances, alternatives to conventional problem
solving practice are needed. Several of these are discussed later in the sec-
tion on instructional procedures.

Consider another common instructional design. Frequently, instruction
includes multiple sources of information such as a combination of mutually
referring diagrams and text. In order to understand the diagram or the
text, it may be necessary to mentally integrate them. Such mental integra-
tion likely imposes a heavy, extraneous cognitive load (Sweller, Chandler,
Tierney, and Cooper, 1990). The load is extraneous because it is caused
entirely by the format of the instruction rather than by the intrinsic char-
acteristics of the material. We discuss alternative designs that reduce ex-
traneous cognitive load when discussing instructional procedures.

Intrinsic cognitive load due to element interactivity and extraneous
cognitive load due to instructional design are additive. Whether extraneous
cognitive load presents students with a problem depends, at least in part,
on the intrinsic cognitive load (Sweller and Chandler, 1994). A combination
of high intrinsic and high extraneous cognitive load may be fatal to learning
because working memory may be substantially exceeded. Because intrinsic
cognitive load cannot be altered, it may be essential to design instruction
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in a manner that reduces extraneous cognitive load. If, in contrast, the in-
trinsic cognitive load is low due to low element interactivity, a high extra-
neous cognitive load due to inadequate instructional procedures may be
less harmful. The total cognitive load may be well within working memory
limits. If, for example, students are required to mentally integrate diagrams
and text in an environment where the intrinsic cognitive load is low, there
may be no adverse implications because the total working memory load
may not be high. However, in such cases one might also encourage learners
to invest extra effort in processes that are directly relevant to learning, such
as schema construction. This process also increases cognitive load, but it
is germane cognitive load that contributes to, rather than interferes with,
learning.

Germane Cognitive Load and Instructional Design

Until now, cognitive load theory research almost exclusively has stud-
ied instructional designs intended to decrease extraneous cognitive load.
Recently, some studies have been conducted in which germane cognitive
load was increased for processes considered to be directly relevant to
schema construction. The basic assumption is that an instructional design
that results in unused working memory capacity because of a low intrinsic
cognitive load imposed by the instructional materials, low extraneous cog-
nitive load due to appropriate instructional procedures, or a combination
of both, may be further improved by encouraging learners to engage in
conscious cognitive processing that is directly relevant to the construction
of schemas. Obviously, this approach will only work if the total cognitive
load associated with the instructional design, or the sum of intrinsic cog-
nitive load plus extraneous cognitive load plus germane cognitive load,
stays within working memory limits. The combination of decreasing ex-
traneous cognitive load and at the same time increasing germane cogni-
tive load involves redirecting attention: Learners' attention must be
withdrawn from processes not relevant to learning and directed toward
processes that are relevant to learning and, in particular, toward the con-
struction and mindful abstraction of schemas (see van Merrienboer,
1997).

Consider, for instance, the following instructional design. Frequently,
instruction includes a range of examples for problem solutions which stu-
dents have to study before they start to work on problems. Studying those
examples may not be an activity that generates an excessive cognitive load
(see section on worked examples). Nonetheless, research has shown that
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students often skip those examples and only consult them when they are
unable to solve the related problems (van Merrienboer and Paas, 1990;
Pirolli and Anderson, 1985). The examples may not induce students to en-
gage in cognitive processes that help them to construct schemas. Instruc-
tional procedures, such as asking questions about the examples or making
examples incomplete so that students have to complete them, may then
help students learn by increasing germane cognitive load. Some details of
designs that not only decrease extraneous cognitive load but also increase
germane cognitive load are discussed subsequently.

In summary, students face several sources of difficulty when pre-
sented with some new material. The material may consist of a large num-
ber of elements that need to be assimilated over a long period of time,
perhaps years. If that material is low in element interactivity, it is easy
to understand because individual elements are easy to learn. They can
be learned serially without imposing a heavy working memory load. When
dealing with this type of material, instruction designed to reduce cognitive
load may not be an issue. Material that is high in element interactivity
is hard to understand because understanding requires working memory
to process many interacting elements simultaneously, rather than serially.
Understanding may only occur fully once the interacting elements have
been incorporated into a higher-order schema that can be held more eas-
ily in working memory. When dealing with high element interactivity ma-
terial, because intrinsic cognitive load is high, it may be vital to reduce
extraneous cognitive load in order to reduce total cognitive load to man-
ageable proportions. If total cognitive load is not excessive, teachers
might direct learners' attention to processes that are relevant to learning,
or to the construction of schemas (increasing germane cognitive load) as
well as redirect learners' attention from processes not directly relevant
to learning (causing extraneous cognitive load). Appropriate instructional
designs can reduce extraneous cognitive load and redirect learners' at-
tention to cognitive processes that are directly relevant to the construc-
tion of schemas.

Cognitive load theory consists of the cognitive architecture outlined
earlier together with the information structures and their instructional im-
plications outlined in this section. The primary purpose of the theory has
been to provide a framework for instructional design. Later, we will discuss
some of the direct instructional consequences of the theory together with
the validating empirical evidence. In order to assess that evidence, tech-
niques for estimating comparative cognitive load are required. Those tech-
niques are discussed in the next section.
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MEASURING COMPARATIVE COGNITIVE LOAD

The Concept of Cognitive Load

Cognitive load is generally considered a construct representing the load
that performing a particular task imposes on the cognitive system. It can be
conceptualized as a task-based dimension (i.e., mental load) and a learner-
based dimension (i.e., mental effort), both of which affect performance.
Mental load refers to the load that is imposed by task (environmental) de-
mands. These demands may pertain to task-intrinsic aspects, such as element
interactivity, which are relatively immune to instructional manipulations and
to task-extraneous aspects associated with instructional design. Mental effort
refers to the amount of cognitive capacity or resources that is actually allo-
cated to accommodate the task demands. Performance refers to the associ-
ated learner's performance. For a detailed theoretical account of the concept
of cognitive load the reader may refer to Paas and van Merrienboer (1994b).

Cognitive Load and Mental Effort

The question of how to determine cognitive load is difficult for re-
searchers, because of its multidimensional character and the complex in-
terrelationships between performance, mental load, and mental effort. The
complexity may be illustrated by the observation that, within the limits of
their cognitive capacity, students can compensate for an increase in mental
load (e.g., increasing task complexity) by investing more mental effort,
thereby maintaining performance at a constant level. Consequently, the
cognitive costs associated with a certain performance level cannot be con-
sistently inferred from task- and performance-based measures. Instead,
measures of mental effort can reveal important information about cognitive
load which is not necessarily reflected in performance and mental-load
measures. Based on these arguments, a combination of the intensity of
mental effort being expended by learners and the level of performance at-
tained by the learners, constitutes the best estimator of instructional effi-
ciency.

Measuring Cognitive Load

Three major categories of mental-effort measurement techniques can
be classified (Wierwille and Eggemeier, 1993). These include subjective,
physiological, and task- and performance-based indices. Each category in-
corporates a number of individual assessment techniques.
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Subjective techniques are based on the assumption that people are able
to introspect on their cognitive processes and to report the amount of men-
tal effort expended. Among others, Gopher and Braune (1984) found that
people can introspect on their cognitive processes and have no difficulty
in assigning numerical values to the imposed mental load or invested men-
tal effort. Typically, these techniques use rating scales to report the expe-
rienced effort or the capacity expenditure. The results of empirical and
theoretical studies on scaling suggest that the kind of scale used is not
critical; the choice of uni- or multidimensional category scales, magnitude
estimation, and the presence or absence of verbal labels makes no differ-
ence (e.g., Borg, 1978; Hendy, Hamilton, and Landry, 1993).

Physiological techniques are based on the assumption that changes in
cognitive functioning are reflected in physiological measures. These tech-
niques include measures of heart rate and heart rate variability, brain ac-
tivity (e.g., brain evoked potentials), and eye activity (e.g., pupillary dilation,
blink rate).

Task- and performance-based techniques include two subclasses of tech-
niques: primary task measurement, which is based on learner performance
of the task of interest, and secondary task methodology, which is based on
performance when a second task is performed concurrently with the pri-
mary task. These techniques use objective task characteristics (e.g., number
of elements that need to be considered such as the number of if-then con-
ditions in a prepositional reasoning task) and performance levels (e.g., dif-
ferential learning times, errors) to obtain information on mental effort.

Whereas the central claim of cognitive load theory is that any instruc-
tional design should incorporate efficient use of working memory capacity,
it is not common to measure cognitive load while conducting research on
instruction. At least until 1992, instructional research in the context of cog-
nitive load theory was exclusively concerned with performance- and task-
based estimates of cognitive load. For example, using computational models
and secondary tasks, Sweller (1988) provided evidence of a substantial re-
duction in cognitive load when using a goal-free as opposed to a conven-
tional, means-ends strategy (see below). However, recently, in addition to
such performance- and task-based estimates of cognitive load, subjective
and physiological measurement techniques have been applied.

With respect to subjective techniques used in the context of cognitive
load theory, Paas (1992) and Paas and van Merrienboer (1994a) have used
a modified version of Bralfisch, Borg, and Dornic's (1972) rating scale for
measuring perceived task difficulty. Learners had to report their invested
mental effort on a unidimensional ninth-grade symmetrical category scale
by translating the perceived amount of mental effort into a numerical value.
The numerical values and labels assigned to the categories ranged from
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"1" to "9," corresponding to "very, very low mental effort" to "very, very
high mental effort." A comparable seventh-grade rating scale was used by
Marcus, Cooper, and Sweller (1996), Kalyuga, Chandler, and Sweller
(1998), and Tindall-Ford, Chandler, and Sweller (1997).

A physiological method for measuring the intensity of mental effort,
applied in a study by Paas and van Merrienboer (1994a), subjected the
variability in heart rate to spectral analysis. Spectral analysis is a mathe-
matical method to investigate whether or not a signal contains periodical
components. The time between successive heart beats seems to be deter-
mined by three different feedback mechanisms connected with respiration,
blood pressure, and body-temperature regulation. Controlled processing is
related to a specific cardiovascular state that manifests itself in the heart-
rate variability power-spectrum band, which is related to blood pressure
regulation, the so-called midfrequency band from 0.07 to 0.14 Hz. Intensity
of effort is directly related to controlled processing, which in turn causes
a change in this power spectrum. This blood pressure-related component
has been found to decrease with increasing mental effort. Among others,
Aasman, Mulder, and Mulder (1987) and Mulder (1988) have validated
this technique with several cognitive tasks (e.g., multidimensional classifi-
cation, sentence comprehension, and continuous working memory).

Comparisons between subjective and physiological measurement tech-
niques have been carried out. On the basis of the empirical studies of Paas
(1992) and Paas and van Merrienboer (1994a), the sensitivity, reliability,
construct validity, and intrusiveness of the subjective and physiological
measurement techniques were evaluated by Paas, van Merrienboer, and
Adam (1994). This evaluation showed that the subjective rating scale was
sensitive to relatively small differences in cognitive load, and that it was
valid, reliable, and nonintrusive. The psychophysiological measure, based
on spectral-analysis of heart-rate variability, turned out to be nonintrusive
but unreliable, invalid, and only sensitive to relatively large differences in
cognitive load. It was concluded that subjective rating-scale measurement
is the most promising technique for research in the context of cognitive
load theory.

Instructional Efficiency

Although, at present, absolute values that indicate acceptable vs. un-
acceptable levels of cognitive load are not available, relative measures are
available that compare instructional techniques. A recently developed tech-
nique measures instructional efficiency by combining cognitive load with
performance measures. To obtain information on the relative mental effi-
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ciency of instructional conditions, Paas and van Merrienboer (1993) devel-
oped a computational method which combines the intensity of mental effort
being expended by learners with the level of performance attained. This
efficiency approach is based on the conversion of raw mental effort data
and raw performance data to z-scores, which can be displayed in a M(ental
effort)-P(erformance) cross of axes. The combined effects on mental effort
and performance of experimental instructional conditions can be deduced
from the relative position of points on the display. As can be seen in Fig.
1, this procedure makes the method very useful for visualizing the differ-
ential mental efficiency of instructional conditions.

Successful applications of the method can be found in the studies by
Paas and van Merrienboer (1994a), Marcus, Cooper, and Sweller (1996),
Kalyuga, Chandler, and Sweller (1998), and Tindall-Ford, Chandler, and

Fig. 1. Cross of axes for instructional efficiency.



Sweller (1997). The efficiency data depicted in Fig. 1 were obtained by
Paas and van Merrienboer (1994a) in the domain of geometrical problem
solving. They compared a high- and low-variability conventional problem
condition to a high- and low-variability worked example condition. It was
hypothesized and found that instruction with worked examples leads to su-
perior schema construction and higher efficiency compared to instruction
with conventional examples.

SOME INSTRUCTIONAL PROCEDURES

Cognitive load theory has been used to generate instructional tech-
niques for the last 15 years with the work carried out in several centers
around the globe. The theory has continued to develop during those years
with the earlier work relying on little more than knowledge of a limited
working memory and a large long-term memory. Two points concerning
the use of the theory for instructional design need to be noted. First, as
indicated previously, most of the earlier work did not attempt to directly
and independently measure comparative cognitive load. Rather, the theory
was used to generate instructional techniques that were tested experimen-
tally. Successful tests were assumed to strengthen the theory that generated
the techniques. As suggested, the only relatively direct evidence for cogni-
tive load came from differential learning times. Direct measures of cogni-
tive load were used in subsequent work. Second, all techniques discussed
below have been supported by multiple, overlapping experiments using a
variety of materials and a variety of populations. As a consequence, we
believe there are some grounds for optimism concerning the strength and
stability of the effects studied. We begin with the goal-free effect, the first
cognitive load effect described.

The Goal-Free Effect

This effect comes under a variety of names including the no-goal effect
and the reduced goal-specificity effect. Consider a physics student practic-
ing the following problem while studying kinematics:

A car is uniformly accelerated from rest for 1 min. Its final velocity is 2
km/min. How far has it traveled?

A student faced with this problem is unlikely to have a schema to
generate a solution, and so is likely to use problem solving search through
means-ends analysis. That process requires the student to consider the
goal, distance traveled; consider the givens, uniform acceleration, time trav-
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eled, and final velocity; consider differences between the givens and the
goal; and find problem-solving operators to reduce those differences. To
accomplish the process, relevant kinematics equations that can be used to
provide a chain of equations bridging the goal and the givens must be
found. Assume that two of the relevant equations learned by the student
at this point are average velocity = .5 final velocity and distance = average
velocity x time. The equation, distance = average velocity x time, includes
the goal variable, distance. If values for the variables, average velocity and
time, can be found, the problem is solved. Time is known, but average ve-
locity is not. Average velocity must be set as a subgoal. The equation, av-
erage velocity = .5 final velocity contains the subgoal variable, average
velocity. If final velocity can be found, average velocity can be calculated.
Final velocity is a given. The student has worked backward from the goal
constructing a series of equations connecting the goal to the givens. He or
she now can work forward calculating values for the unknown variables.
This process provides a value for the goal variable and a solution to the
problem.

Problem-solving search through means-ends analysis is an efficient way
of attaining a problem goal in the absence of a schema. Nevertheless, as
indicated above, it is a process that is exceptionally expensive of working
memory capacity (Sweller, 1988), and it bears little relation to schema con-
struction processes that are concerned with learning to recognize problem
states and their associated moves. In this context, learning and problem solv-
ing are different and incompatible processes. Solving conventionally struc-
tured problems may be an inefficient technique for constructing the schemas
associated with expertise. A heavy, extraneous cognitive load is imposed.

Goal-free problems have been devised (Sweller and Levine, 1982 using
puzzle problems) to alter learner activities in a manner that reduces the
extraneous cognitive load caused by means-ends analysis and to encourage
schema construction. A goal-free version of the conventional kinematics
problem above is identical except that the last statement is replaced by the
statement, Calculate the value of as many variables as you can. The function
of this statement is to eliminate means-ends search and its attendant cog-
nitive load. Goal-free problems do not permit problem solvers to extract
differences between a current problem state and the goal state because no
goal state is specified, short-circuiting the entire means-ends process. In
order to solve goal-free problems, problem solvers must find an alternative
strategy to means-ends analysis. That strategy cannot rely on a goal speci-
fied as a problem state. The most obvious strategy is to consider each prob-
lem state encountered and find any problem-solving operator that can be
applied. Once an operator has been applied, a new problem state has been
generated and the process can be repeated.
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Consider this goal-free strategy as applied to the goal-free version of
the above kinematics problem:

A car is uniformly accelerated from rest for 1 min. Its final velocity is 2
km/min. Calculate the value of as many variables as you can.

In order to solve this problem, a problem solver must find any opera-
tor, in this case an equation, that can be applied to the givens. The givens
indicate that time = 1 min and final velocity = 2 km/min. Assume that the
equation, average velocity = .5 final velocity, is the only equation known by
the problem solver that can be immediately applied to the givens. Once
applied, a new problem state exists and the problem solver again must find
an equation that can be applied. In this case, the equation, distance = av-
erage velocity x time, can be applied, providing a value for distance.

Several points concerning this process need to be noted. In following
a goal-free strategy, the problem solver has ended up calculating exactly
the same values using the same equations as a problem solver using means-
ends analysis. Nevertheless, although the end result is identical, the prob-
lem-solving strategy used and the cognitive processes that occur are quite
different. With the presence of a goal and the use of means-ends analysis,
a problem solver must continually hold and process in working memory,
the current problem state, the goal state, relations between them, prob-
lem-solving operators that could reduce differences, and any subgoals. In
contrast, a goal-free strategy requires nothing more than each problem state
and any operator that can be applied to that state. Furthermore, it is pre-
cisely this combination that is required for schema construction. Sweller
(1988), using computational models and secondary tasks, provided evidence
of a substantial reduction in cognitive load when using a goal-free as op-
posed to a conventional, means-ends, strategy.

Many experiments have demonstrated the effectiveness of goal-free
problems as an instructional design tool. Sweller, Mawer, and Ward (1983)
ran several experiments using kinematics and geometry problems with sec-
ondary students. The kinematics problems were similar to the one used as
an example above. The geometry problems used theorems such as vertically
opposite angles are equal and the external angles of a triangle equal the sum
of the opposite internal angles. Conventional geometry problems required
students to find a value for a particular angle in a diagram, whereas goal-
free problems asked students to find the values of as many angles as they
could. The general procedure was to provide a conventional group with
relevant instruction in kinematics or geometry, followed by an acquisition
phase involving practice at solving conventional problems. An identical pro-
cedure was followed by goal-free groups except that the practice session
used goal-free rather than conventional problems. Common tests using con-
ventional problems were then used to assess learning. Results consistently
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indicated that goal-free groups were superior in terms of schema construc-
tion. Similar results were obtained by Owen and Sweller (1985) in the do-
main of trigonometry. Although direct measures of cognitive load were not
taken, large differences in speed of performance on the acquisition prob-
lems, favoring the goal-free groups, were used to infer differences in cog-
nitive load. Bobis, Sweller, and Cooper (1994) found that primary school
students taught geometrical paper-folding tasks were superior after practice
on tasks in which the final model that was the goal of the task was absent.
Model presence or absence in this task was considered analogous to goal
presence or absence. Ayres (1993) found that on two-step geometry tasks
with conventional problems, most errors occurred during the subgoal rather
than the goal phase. Working memory load is highest at the subgoal phase
because more elements must be considered at this phase than at the goal
phase. In contrast, fewer errors were made by students practicing on goal-
free problems with the reduction due to a reduction during the "subgoal
phase." (There are, of course, no subgoals on goal-free problems.) Voll-
meyer, Burns, and Holyoak (1996) used biology-based problems to dem-
onstrate that learning was retarded when tertiary students solved problems
using means-ends analysis compared to goal-free strategies.

Evidence for the effectiveness of goal-free problems is strong, with the
effect obtained under a very wide variety of conditions. We believe there
are cogent grounds for encouraging instructional designers to consider in-
cluding goal-free problems in their repertoire of techniques when dealing
with areas such as mathematics and science in which practice at solving
problems is an important instructional procedure.

Worked Example Effect

The goal-free effect occurs because goal-free problems reduce extra-
neous cognitive load and facilitate schema construction in comparison to
solving problems by mean-ends analysis. Studying worked examples also
eliminates means-ends search, and so a heavy use of worked examples as
a substitute for solving problems may be also beneficial. In contrast to con-
ventional problems, worked examples focus attention on problem states and
associated operators (i.e., solution steps), enabling learners to induce gen-
eralized solutions or schemas. As nothing else has to be attended to, ex-
traneous cognitive load should be low. This reasoning leads to the
counterintuitive prediction that studying worked examples may facilitate
schema construction and transfer performance more than actually solving
the equivalent problems (Jelsma, van Merrienboer, and Bijlstra, and 1990).
In addition, it may be desirable to identify the critical features in the
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worked examples by annotating them with what they are supposed to il-
lustrate (e.g., Anderson, Boyle, Corbett, and Lewis, 1990).

Support for the prediction that worked examples facilitate learning and
problem solving more than solving the equivalent problems has been found
in several subject-matter domains. Sweller and Cooper (1985) and Cooper
and Sweller (1987) studied the use of worked examples as a substitute for
conventional problem solving in learning algebra. In their studies, the use
of worked examples improved schema construction and the ability to solve
new algebra problems more than conventional problem solving. As another,
impressive illustration, Zhu and Simon (1987) found in a series of long-term
studies that worked examples could replace conventional classroom teach-
ing. In one study, they found that a 3-year mathematics course was com-
pleted in 2 years by emphasizing worked examples.

Paas (1992) performed a study in the domain of statistics, in which
students who solved conventional problems had the opportunity to study
a worked example for a particular problem if they failed to find a solution
to this problem. Despite the opportunity to study the worked examples,
the conventional condition yielded inferior schema construction and lower
transfer performance by students than did the worked example condition.
A possible explanation for this finding is that inferior transfer performance
in the conventional condition was caused by the incorporation of the failed
solutions in the constructed schemas. Paas and van Merrienboer (1994a)
performed an experiment in geometry problem solving in which, in contrast
to previous studies in which the worked condition also contained a number
of conventional problems, a pure worked condition in which students only
had to study worked examples was used. Also in this study, the worked
examples yielded lower extraneous cognitive load scores, better schema
construction, and higher transfer performance than the conventional con-
dition. In addition, the instructional efficiency of the worked examples con-
dition proved to be superior to the conventional condition.

In other recent work directly testing the effects of studying worked
examples as opposed to using means-ends search to solve problems, Trafton
and Reiser (1993) found that college students learning aspects of the LISP
programming language benefitted more after studying worked examples
than after solving the equivalent problems. Similarly, Carroll (1994), using
remedial mathematics students, found a superiority of worked examples
over solving problems that required English expressions to be translated
into algebraic equations.

The general conclusion from these studies is that a far heavier than
usual use of worked examples is beneficial to learning outcomes and trans-
fer. This conclusion particularly applies because learners often view worked
examples, rather than explanatory texts, as the primary and most natural
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source of learning material (e.g., Lieberman, 1986; Pirolli, 1991; Segal and
Ahmad, 1993). This is not to say that there are no disadvantages to the
use of worked examples. A lack of training with genuine problem-solving
tasks may have negative effects on learners' motivation. A heavy use of
worked examples can provide learners with stereotyped solution patterns
that may inhibit the generation of new, creative solutions to problems
(Smith, Ward, and Schumacher, 1993). For this reason, goal-free problems
and completion problems, which are discussed in the next section, may offer
a good alternative to an excessive use of worked examples.

The design of good worked examples is also difficult. For instance,
worked examples that require learners to integrate different sources of in-
formation (e.g., text and diagrams) are often not effective because they
yield a high extraneous cognitive load (Sweller, Chandler, Tierney, and
Cooper, 1990; Tarmizi and Sweller, 1988; Ward and Sweller, 1990). The
same may be true for worked examples that convey redundant information
or a low-variability sequence of worked examples that does not allow for
an effective construction of schemas (Paas and van Merrienboer, 1994a).
These constraints to the design and use of worked examples are also further
discussed below.

Completion Problem Effect

One major disadvantage of worked examples is that they do not force
learners to carefully study them. For this reason, worked examples are typi-
cally intermixed with conventional problems. Nevertheless, learners may
only briefly look at the worked examples before they start to work on the
conventional problems. Whereas higher-ability learners tend to fully proc-
ess and even elaborate worked examples, lower-ability learners may only
carefully study the worked examples when they encounter problems in solv-
ing the conventional problems (Chi, Bassok, Lewis, Reimann, and Glaser,
1989; Lefevre and Dixon, 1986). Consulting worked examples at the same
time as attempting to solve a problem requires both the worked example
and the problem to be simultaneously processed in working memory, re-
sulting in a possible working-memory overload. As an alternative, van Mer-
rienboer and Krammer (1987, 1990) suggested the use of completion
problems. Completion problems are problems for which a given state, a
goal state, and a partial solution are provided to learners who must com-
plete the partial solution. Completion problems seem to be especially useful
in design-oriented subject-matter domains such as software design, design
of electronic circuits, planning production processes, Computer Numeri-
cally Controlled (CNC) programming, and architecture. Completion prob-
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lems also provide a bridge between worked examples and conventional
problems. Worked examples are completion problems with a full solution,
and conventional problems are completion problems with no solution. Par-
ticular instructional strategies may start with completion problems that pro-
vide almost complete solutions, and gradually work to completion problems
for which all or most of the solution must be generated by the learners.
Such a strategy is known as the "completion strategy."

Completion problems combine the strong points of worked examples
and conventional problems. Like worked examples, they typically decrease
extraneous cognitive load. Although learners are not explicitly induced to
study worked examples, they must carefully study the partial worked ex-
amples provided in completion problems because they otherwise will not
be able to complete the solution correctly. Paas (1992) compared the effects
of conventional problems, worked examples, and completion problems on
training performance, transfer performance, and cognitive load in statistical
problem solving. He found that a cognitive structure resulting from instruc-
tion emphasizing practice with worked examples or completion problems
yielded a more efficient knowledge base for solving transfer problems than
one resulting from instruction emphasizing conventional problems. Training
with worked examples or completion problems led to less effort-demanding
and higher transfer performance than training with conventional problems.
In this short study, no significant differences between effects of worked
examples and completion problems were found.

Van Merrienboer (1990) studied the use of completion problems in a
course of longer duration than that of Paas (1992). In a ten-lesson intro-
ductory computer-programming course, the differential effects on learning
outcomes and transfer were studied when comparing an instructional strat-
egy based on completion problems (i.e., the modification and extension of
existing computer-programs) and a strategy based on conventional prob-
lems (i.e., the design and coding of new computer programs). After the
course, the completion group was clearly superior on measures concerning
the construction of new programs. In addition, a detailed analysis of the
data revealed that the completion assignments facilitated the use of pro-
gramming templates (i.e., stereotyped patterns of programming code). This
finding provides strong support for a better construction of schemas as a
result of the use of completion problems. The results were replicated in a
subsequent study using computer-assisted instruction for introductory com-
puter programming (van Merrienboer and de Croock, 1992). In addition,
log files indicated that students who were working on conventional prob-
lems frequently had to search for useful examples while they were per-
forming their program-generation tasks. In contrast, the information
needed to perform the program completion tasks appeared to be largely
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available in the to-be-completed programs, decreasing extraneous cognitive
load and enhancing learning.

Summarizing the results of studies on completion problems (see van
Merrienboer, 1992), there is considerable evidence that, compared to con-
ventional problems, they decrease extraneous cognitive load, facilitate the
construction of schemas, and lead to better transfer performance. In short
duration studies, results indicated that completion problems are equally ef-
fective as worked examples intermixed with conventional problems. In stud-
ies of a longer duration, completion problems may better help learners to
maintain motivation and focus their attention on useful solution steps that
are available in the partial examples.

One drawback of completion problems is that they can be time-con-
suming to construct. An instructional designer must consider which part of
the solution is presented to the learners, or from the opposite perspective,
which part is left for learners to complete. Although a good completion
problem typically requires that the learners (a) must understand the partial
solution before they are able to complete it, and (b) have to perform a
nontrivial completion, this still leaves the instructional designer with both
considerable freedom and, consequently, a considerable number of deci-
sions.

Split-Attention Effect

While the completion problem effect is closely related to the worked
example effect, the split-attention effect was derived directly from the
worked-example effect. Although the worked-example effect can be ob-
tained on a considerable range of problems, on some categories of prob-
lems, it is more difficult to obtain than on others. The worked-example
effect occurs because worked examples reduce extraneous cognitive load
in comparison to solving problems by means-ends analysis. There can be
no guarantee that all worked examples appreciably reduce cognitive load
compared to means-ends search. Consider a conventionally structured ge-
ometry worked example consisting of a diagram and its associated solution
statements (see Fig. 2). The diagram alone reveals nothing about the so-
lution to the problem. The statements, in turn, are unintelligible until they
have been integrated with the diagram. In order to understand the two
sources of information, the diagram and statements, learners must mentally
integrate them. For example, in order to derive any meaning from a state-
ment, learners must read the statement, hold it in working memory, and
then search the diagram for the appropriate referents. This process can be
cognitively demanding, and there is no a priori guarantee that it is less
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demanding than means-ends search. Furthermore, the demands imposed
by such split-attention formats constitute an extraneous cognitive load that
occurs purely because of the particular format conventionally used to pre-
sent this area of the curriculum.

An alternative to the split-attention format of Fig. 2 is an integrated
format as exemplified in Fig. 3. This format obviates the need to search
for relations between the diagram and statements. Instead of having to use
working memory resources to mentally integrate the two sources of infor-
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Fig. 2. Example demonstrating split attention.
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Fig. 3. Integrated example with no split attention.

mation, physical integration is used. The information in Figs. 2 and 3 is
identical. Only the instructional designs differ, with Fig. 3 intended to re-
duce extraneous cognitive load by physically integrating disparate sources
of information and so reducing the need for mental integration. Training
conditions using conventional split-attention formats similar to Fig. 2, when
compared to the integrated format of Fig. 3, can be predicted to yield re-
sults demonstrating the superiority of the integrated formal. This result is
known as the split-attention effect.

Many experiments using both worked examples and other forms of
instruction provide evidence for the split-attention effect. Tarmizi and Swel-
ler (1988) failed to find the worked-example effect using conventional ge-
ometry examples. The effect could be obtained only by the use of integrated
examples that proved superior to both split-attention examples—demon-
strating the split-attention effect—and conventional problems, demonstrat-
ing the worked-example effect. Ward and Sweller (1990) obtained similar
results to Tarmizi and Sweller using kinematics problems. Figure 4 provides
examples of conventional and integrated kinematics worked examples.
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Sweller, Chandler, Tierney, and Cooper (1990) demonstrated the split-at-
tention effect using both worked examples and more general forms of in-
struction in coordinate geometry and numerical control programming.
Bobis, Sweller, and Cooper (1993) used a primary school paper-folding
task, whereas Chandler and Sweller (1992) looked at split-attention effects
that occur in the writing of scientific reports. Mwangi and Sweller (in press)
used primary school arithmetic word problem-solving tasks and in addition,
using student self-explanations, found that a split-attention format inter-
fered with inferential processes required to understand the problems.
Mayer and Anderson (1991, 1992) found that animation and associated
narration needed to be temporally coordinated, a result that probably mim-
ics the spatial coordination investigated in the other work reported here.

Lastly, Sweller and Chandler (1994) and Chandler and Sweller (1996)
demonstrated that students learning a computer application learned better
if all of the material was presented in an appropriately structured manual
without a computer present on which to practice, as opposed to having a
manual and computer on which to work. It was argued that the conven-
tional technique of having both a computer screen and a manual resulted
in split-attention. Of considerable importance, the split-attention effect was
obtained only when high element interactivity material was used, providing
the first evidence of the importance of intrinsic, as well as extraneous, cog-
nitive load. When intrinsic cognitive load was low, working memory was
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not overloaded and the extraneous cognitive load imposed by the split-at-
tention instructional design did not matter. It only mattered when element
interactivity and hence, intrinsic cognitive load, were high. These results
do not indicate that computer applications must be learned without access
to a computer. Cerpa, Chandler, and Sweller (1996) found that instruction
was just as effective if all of the information was placed on a computer
screen and presented in computer-assisted instruction mode. It is split-at-
tention between the screen and manual that creates a problem, not the
use of a computer screen per se. The problem can be overcome by inte-
grated instruction. It is irrelevant whether that instruction is placed entirely
in a manual or entirely on the screen. The only important point is that
learners should not have to use scarce working memory resources to search
for information on a screen that is referred to in a manual, or vice versa.

Split-attention occurs very commonly in instructional contexts. On the
basis of dozens of experiments under a wide variety of conditions, the evi-
dence suggests overwhelmingly that it has negative consequences and
should be eliminated wherever possible. Sometimes, of course, it is not pos-
sible to provide integrated conditions. Nevertheless, frequently it is possi-
ble, and instructional designers should seriously consider the adverse
consequences of unnecessarily requiring learners to search for information.

Modality Effects

The effects discussed to this point all rely on instructional designs and
procedures intended to reduce an unnecessary load on working memory.
It was assumed that although the amount of information that could be proc-
essed in working memory could be altered by acquiring more sophisticated
schemas, working memory capacity was fixed in the sense that the number
of schemas, elements or chunks that could be dealt with was unalterable.
Although generally valid, there is one set of conditions under which this
assumption may not be entirely true. Working memory can be subdivided
into partially independent components, streams, or processors. Major theo-
ries such as that of Baddeley (1992) include working memory subcompo-
nents consisting or a "phonological loop" to deal with verbal material based
on an auditory working memory and a "visual-spatial scratch pad" to deal
with diagrammatic/pictorial information and based on a visual working
memory. Furthermore, as Penney (1989) indicated in a detailed review of
experimental psychological literature, effective working memory capacity
can be increased by using both visual and auditory working memory rather
than either memory stream alone. Although less than purely additive, there
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seems to be an appreciable increase in capacity available by the use of
both, rather than a single, processor.

These theoretical and empirical considerations have implications for
the split-attention effect and for instructional designs intended to amelio-
rate its negative consequences. Split-attention occurs when two or more
sources of information must be processed simultaneously in order to derive
meaning from material. The working memory load imposed by the need
to mentally integrate the disparate sources of information interferes with
learning. In the previous section, we discussed reducing this problem by
physical integration of the disparate sources of information. If effective
working memory can be increased by using dual-modality presentation tech-
niques (i.e., presentation techniques in which some of the material is pre-
sented in auditory and some of the material in visual form rather than
having all of the material presented in visual form), then this procedure
may be just as effective in facilitating learning as physically integrating two
sources of visually-based information. The modality effect derives from the
split-attention effect. It occurs under split-attention conditions when a writ-
ten source of information, that must be integrated with another source of
visually presented information such as a diagram, is presented in auditory
rather than visual (written) mode.

Mousavi, Low, and Sweller (1995) tested for the modality effect using
geometry instruction. Consider again the information in Fig. 2. The diagram
obviously must be presented in visual form, but the textual information
could be presented in either written (and hence visual) or auditory form.
A visually presented diagram and auditorily presented text may increase
effective working memory over conditions where visual working memory
alone must be used to process all of the information. As a consequence,
learning may be enhanced. In a series of experiments, Mousavi et al. ob-
tained this result. Audio/visual instructions were consistently superior to
visual/visual instructions, demonstrating the modality effect. Tindall-Ford,
Chandler, and Sweller (1997) replicated this finding in another series of
experiments using electrical engineering instructional materials. In addition,
these experiments differentiated between material that was low or high in
element interactivity. It was predicted that low element interactivity mate-
rial with its low intrinsic cognitive load would not demonstrate the modality
effect because increasing effective working memory would be irrelevant un-
der conditions where the information that had to be processed did not
strain working-memory capacity. The modality effect was obtained only
when using high element interactivity materials. Lastly, Tindall-Ford et al.
used subjective ratings to assess comparative cognitive load. They obtained
strong evidence that the cognitive load was higher under visual/visual than
under audio/visual conditions but only when the material was high in ele-
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merit interactivity. Instructional efficiency calculations indicated that
audio/visual conditions were substantially more efficient than visual/visual
conditions under high element interactivity conditions. There were no dif-
ferences under low element interactivity conditions.

The findings on the modality effect have both theoretical and practical
implications. From a theoretical perspective, the results provide further evi-
dence that to some extent, effective working memory may be increased
and this increase can be used to reduce cognitive load and facilitate learn-
ing. From a practical perspective, the results provide a new instructional
technique. Under split-attention conditions, rather than physically integrat-
ing disparate sources of information, learning may be facilitated by pre-
senting a written source of information in auditory mode. This effect may
be especially important in areas such as the use of multimedia. Multimedia
instruction is becoming increasingly popular but much of the work is a-
theoretical. Findings associated with the modality effect can provide a co-
herent theoretical base for further multimedia investigations and
applications.

Redundancy Effect

As was the case for the modality effect, the redundancy effect grew
from and was associated with work on the split-attention effect, although
it subsequently turned out that the redundancy effect had a much longer
history than cognitive load theory. Split-attention occurs when learners are
faced with multiple sources of information that must be integrated before
they can be understood. The individual sources of information cannot be
used by learners if considered in isolation, hence the need for integration.
The redundancy effect occurs when multiple sources of information are
self-contained and can be used without reference to each other. Frequently,
the same material is presented on two or more occasions, in different forms.
Again, a diagram and text can be used to provide an example. In the case
of split-attention, the student can learn little or nothing by referring to the
diagram or text in isolation without integrating them. In the case of re-
dundancy, either the diagram or text, or frequently both, are fully intelli-
gible in isolation and, indeed, may provide all of the information required
by the learner. Chandler and Sweller (1991) provided an example of a dia-
gram demonstrating the flow of blood in the heart, lungs, and rest of the
body together with statements indicating, for example, "Blood from the
lungs flows into the left atrium." The diagram included arrows demonstrat-
ing that blood flowed from the lungs into the left atrium and was readily
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intelligible in isolation. Because the diagram could be understood in iso-
lation, the statements were redundant.

The distinction between multiple sources of information that can or
cannot be understood in isolation is critical from an instructional design
perspective. When dealing with multiple sources of information that cannot
be understood in isolation, cognitive load can be reduced by physical in-
tegration to reduce split-attention. When dealing with multiple sources of
information that can be understood in isolation, integration can increase,
rather than decrease, cognitive load. Integrated information is very hard
to ignore. If students find it difficult to ignore integrated material that they
do not need to process because it is redundant, cognitive load is increased.
It is easier to ignore nonintegrated than integrated material. It is easier
again not to even have to consider redundant information. Chandler and
Sweller (1991) using both electrical engineering and biology instructional
material found that when dealing with redundancy, the best instructional
design is one that eliminates redundancy or at the very least, allows learners
to ignore the redundant material because it is separated from more relevant
information. The redundancy effect occurs when students who are not pre-
sented with redundant information perform better on tests than students
who are presented with redundant information.

There have been many experiments dealing with the redundancy effect
since Chandler and Sweller (1991). Bobis, Sweller, and Cooper (1993)
found that redundant verbal information associated with diagrams designed
to teach primary school students geometrical paper-folding tasks, interfered
with learning. Sweller and Chandler (1994) found that the presence of a
computer on which students could work was redundant and interfered with
learning from an instructional manual compared to the manual alone. This
result was obtained using high- but not low-element interactivity material,
demonstrating again that extraneous cognitive load may not be a problem
if intrinsic cognitive load is low. Chandler and Sweller (1996) replicated
this result and, using secondary task analyses, provided evidence that re-
dundancy increased cognitive load. Cerpa, Chandler, and Sweller (1996)
placed the computer manual information on screen using computer-assisted
learning and found that, in this case, the manual was redundant. Mayer,
Bove, Bryman, Mars, and Tapangco (1996) found that students presented
a pictorial summary of a scientific process performed better than students
presented the summary along with the full text or the full text alone.

Recent studies provided evidence of the close relations between re-
dundancy and split-attention. Kalyuga, Chandler, and Sweller (1998) pro-
vided novice electrical apprentices with a wiring diagram to which a textual
description of the same diagram had been added. The textual description
merely re-described the circuit diagram and so might be expected to be
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redundant. In fact, for the novices, it was found that the textual material
was essential. They could not understand the diagram alone and required
the text. As a result, the two sources of information were best presented
in integrated form to reduce split-attention. In contrast, once the learners
gained additional experience resulting in a more generalized knowledge of
circuit diagrams, textual material re-describing a novel circuit was redun-
dant and it was better to fully eliminate the textual material for expert
learners rather than integrate it with the diagrams. The additional experi-
ence allowed students to learn best from a diagram alone, rather than a
diagram plus integrated text. Similar results were obtained by Yeung, Jin,
and Sweller (1998) using instructional material that assisted students in text
comprehension. These results demonstrated that material that is redundant
for some learners and so best eliminated, may be essential for less expe-
rienced learners and best integrated. Ideal instructional designs may be
heavily dependent on instructors accurately assessing their students' levels
of expertise.

All of the above work was generated within a cognitive load frame-
work. In fact, inspection of the literature reveals that over many decades,
a considerable number of results have been obtained that can be inter-
preted as examples of the redundancy effect. Miller (1937) found that
young children learning to read nouns made more progress if the words
were presented alone rather than in conjunction with the relevant pictures.
The use of pictures still occurs commonly today. This picture/word result
has been replicated many times over the last few decades (e.g., Solman,
Singh, and Kehoe, 1992). In other findings, Reder and Anderson (1980,
1982) ran many experiments indicating that the contents of physics texts
were learned more effectively if students were merely presented with a sum-
mary rather than with the entire contents. Another example of the redun-
dancy effect comes from Schooler and Engstler-Schooler (1990). They
found that if learners had to verbalize a visual stimulus, subsequent rec-
ognition performance was impaired. The requirement to verbalize was re-
dundant and so imposed an extraneous cognitive load that interfered with
learning. Work on minimal computer manuals also can be interpreted
within a redundancy framework. This work has consistently found that less
information can be more effective than more information (e.g., Carrol,
1990; Lazonder and van der Meij, 1993).

Lastly, McNamara, Kintsch, Singer, and Kintsch (1996), in work that
can be closely related to that of Kalyuga, Chandler, and Sweller (1998)
and Yeung, Jin, and Sweller (1998), described above, found that additions
to biology textual material intended to increase coherence benefitted low-
knowledge readers but impeded high-knowledge readers. The authors ar-
gued that minimally coherent text without additions forced high-knowledge
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readers to engage in active processing that facilitated learning. Providing
high-knowledge readers with additional material reduced active processing
and so reduced learning. In fact, the additional material may have been
redundant to high-knowledge readers, increasing extraneous cognitive load
that interfered with learning. The mental effort ratings taken by Kalyuga
et al. (1998) and Yeung et al. (1998) indicated a higher cognitive load when
more experienced learners were presented with material containing redun-
dancy. If additional material reduced active processing, ratings of mental
effort should have decreased, not increased. These results suggest that in
this context, a redundancy/cognitive load explanation may be more plausi-
ble than an active processing argument.

The redundancy effect has been discovered, forgotten, and redis-
covered over many decades. We believe there are at least two reasons for
this history. First, the effect is counterintuitive. Most people intuitively be-
lieve that at worst, redundant materials might have neutral effects and that
there is every possibility that they could be beneficial. It can be difficult
to accept that redundancy can have substantial, negative consequences. Sec-
ond, the effect has never been placed within a detailed theoretical context.
As a consequence, it has been easy to dismiss individual results as aberra-
tions that can be ignored. We believe the redundancy effect is readily
placed within a cognitive load framework and is related to other cognitive
load effects. In this context, we hope the effect continues to influence the
field.

Redundancy is a major effect that should be considered seriously by
instructional designers. A large range of experimental results indicate the
negative consequences of including redundant material when designing in-
struction. We know of no experimental work demonstrating advantages of
redundancy, and we suspect that such a result only could be obtained under
conditions where one set of instructional materials was so poor that any
redundant alternative would inevitably confer benefits.

Variability Effect

It has been well documented that variability of practice may result in
beneficial effects on transfer of training (e.g., see Cormier and Hagman,
1987; Jelsma, van Merrienboer, and Bijlstra, 1990; Singley and Anderson,
1989). Variability over problem situations is expected to encourage learners
to develop schemas, because it increases the probability that similar fea-
tures can be identified and that relevant features can be distinguished from
irrelevant ones. Instructional designs that apply variability of practice en-
sure that a task is practiced under conditions that require the performance
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of different variants of the task over problem situations, or under conditions
that increase variability along other task dimensions, such as the manner
in which the task is presented, the saliency of defining characteristics, the
context in which the task is performed, the familiarity of the task, and so
forth.

Quilici and Mayer (1996) provided a recent example of the advantages
of variability of practice. They compared the effects of low and high vari-
ability on learning to solve statistics word problems. After instruction, stu-
dents had to place problems into categories requiring either a t-test,
correlation, or chi-square for solution. Variability of practice was realized
by distinguishing between structure-emphasizing and surface-emphasizing
example sets. In the high variability, structure-emphasizing set, different
surface stories were used for each example of a particular test (e.g., three
different surface stories with each problem requiring a t-test). This set of
surface stories was also used for the correlation and chi-square test types,
with of course, an appropriate structure for the relevant test. In the low
variability surface-emphasizing set, the same surface story was used for each
example of a particular test, but it was different from those used for the
other tests. As expected, students confronted with the high variability, struc-
ture-emphasizing problem sets were better able to categorize statistics word
problems following the instruction.

Consistent findings were reported by Jelsma and Bijlstra (1988) and
Jelsma and van Merrienboer (1989). They compared the effects of low and
high variability on learning and transfer performance in the training of a
troubleshooting task. Students had to diagnose particular malfunctions that
appeared in a computer-based simulation of a water-alcohol distillery plant
(Jelsma and Bijlstra, 1990). In these studies, variability of practice was re-
alized by placing the problems that students had to solve in a particular
order. For high variability, problems that required different diagnoses were
presented in a random order. Such a random practice schedule is also re-
ferred to as practice with high contextual interference, because the skills
performed for one particular problem interfere with the skills performed
for adjacent problems. For low variability, sets of problems that require
similar solutions are presented in a blocked order. Using this schedule, stu-
dents see all of the problems of a particular type before seeing all of the
problems of the next type.

The results of studies on variability initially seemed to contradict cog-
nitive load theory. High variability increased cognitive load during practice
but yielded better transfer of learning, indicated by a better ability to di-
agnose faults that were not practiced before. It was hypothesized that the
increase in cognitive load was directly relevant to learning and thus repre-
sented an increase in germane cognitive load instead of an increase in ex-
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traneous cognitive load. Confrontation with a highly varied sequence of
problems and solutions to those problems helps learners extend or restrict
the range of applicability of acquired schemas, but seems to require the
mindful engagement of the learners, which increases cognitive load. An
increase in cognitive load followed by enhanced transfer led to the descrip-
tion of the transfer paradox. This paradox suggests that instructional pro-
cedures that improve transfer performance typically have a negative effect
on the cognitive load imposed on the learners during practice, or on the
number of problems or training time needed to reach a pre-specified level
of performance (van Merrienboer, de Croock, and Jelsma, 1997).

Initially, training problem variability and the resulting transfer paradox
seem to contradict most of the results reported in this review, because these
findings, discussed above, indicated that an increase of cognitive load dur-
ing practice typically impairs learning. Paas and van Merrienboer (1994a,
b) reinterpreted the results on variability of practice in the light of cognitive
load theory by distinguishing between extraneous and germane cognitive
load. They hypothesized that variability of practice would have a positive
effect on learning and transfer in situations in which extraneous cognitive
load was low, because in such situations the total cognitive load would be
within limits, irrespective of the fact that variability increases germane cog-
nitive load. In contrast, they predicted that variability of practice would
have a negative effect on learning and transfer in situations in which ex-
traneous cognitive load was high, because the total cognitive load would
then overburden the learners' working memory. In Paas and van Merrien-
boer's (1994a) study, students had to learn a number of procedures in the
domain of geometry. They had to solve conventional problems that imposed
a high extraneous cognitive load under either high variability and thus high
germane cognitive load conditions or under low variability and thus low
germane cognitive load conditions. Alternatively, they had to study worked
examples that imposed a low extraneous cognitive load, again combined
with either high variability (high germane cognitive load) or low variability
(low germane cognitive load) conditions. As predicted, a significant inter-
action was found between problem format and variability. A problem for-
mat associated with high extraneous cognitive load (conventional problems)
showed no positive effects on transfer performance under conditions of
high variability, but a problem format associated with low extraneous cog-
nitive load (worked examples) yielded an acceptable level of cognitive load
during practice and showed superior transfer performance under conditions
of high variability (see Fig. 1 for a representation of those data).

These results fully accord with cognitive load theory. They first indicate
that instructional designs should decrease extraneous cognitive load. But
as an additional implication, they indicate that instructional designs that
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are successful in decreasing extraneous cognitive load may become even
more effective if they increase germane cognitive load, provided that total
cognitive load stays within limits. The results also call into question some
common instructional designs for sequencing tasks or problems. A typical
approach to lower cognitive load when students have to solve conventional
problems is to use a simple-to-complex ordering of problems. However,
with the possible exception of very high intrinsic cognitive load conditions,
this approach is at variance with cognitive load theory: Although it prevents
cognitive overload—an important consideration under very high intrinsic
cognitive load conditions—it neither decreases extraneous cognitive load
nor increases germane cognitive load. Cognitive load theory predicts more
effective learning if problem formats are used that decrease extraneous cog-
nitive load (e.g., goal-free problems, worked examples, completion assign-
ments) in combination with more random sequences that increase germane
cognitive load. This prediction is currently under investigation using a com-
puter-based instructional program for teaching computer programming
(CASCO; van Merrienboer, Krammer, and Maaswinkel, 1994; van Mer-
rienboer and Luursema, 1995; van Merrienboer, Luursema, Kingma, Hou-
weling, and de Vries, 1995).

CONCLUSIONS

In this paper, we have described a cognitive architecture and its in-
structional consequences. The architecture assumes several structures and
processes. A working memory is used to process all instructional material.
Working memory is very limited with respect to the number of elements
it can handle but its capacity may be enhanced if information is processed
using both the visual and auditory channel. All material handled by working
memory can be transferred to long-term memory. Everything that is learned
as a consequence of information that is processed in working memory is
stored in an effectively limitless long-term memory in the form of schemas
that can vary in their degree of automaticity. Both schema construction
and automation have the dual function of storing information in long-term
memory and reducing the load on working memory.

The architecture described in this paper is restricted in that we omitted
any cognitive structures (e.g., sensory memory) that we felt did not have
clear implications for instructional design. In addition, we have omitted
structures and details that may not yet be well understood. As a conse-
quence, we believe that the architecture discussed is likely to be widely
accepted and quite noncontroversial. While it is not the only cognitive ar-
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chitecture discussed in the literature, it is widely accepted. Few are likely
to disagree with the characteristics of the particular structures described.

Cognitive load theory assumes the above architecture and, in addition,
makes assumptions concerning the structure of information. All informa-
tion that must be processed in working memory can be placed on an ele-
ment interactivity continuum. The elements of low element interactivity
material interact minimally and so can be learned serially without imposing
a heavy working memory load. These materials can be characterized as
having a low intrinsic cognitive load. In contrast, interactions between the
elements of high element interactivity material require them to be proc-
essed simultaneously in working memory resulting in a high intrinsic cog-
nitive load. Learning reduces that load by embedding interacting elements
in schemas that can be related as a single element in working memory.

These cognitive and information structures can be used to generate
appropriate instructional designs that accord, rather than conflict, with our
cognitive architecture. The practical implications were derived directly from
the theory. Because the instructional designs (described previously) were
generated by the cognitive architecture, we believe there is a closer asso-
ciation between cognitive processes and instructional design than would
otherwise occur. Most of the instructional designs and procedures described
were intended to reduce an extraneous cognitive load in the presence of
a high intrinsic load. We will now summarize the instructional designs dis-
cussed in this paper.

In those areas of the curriculum where problem-solving performance
is critical, an emphasis on goal-free problems, worked examples, and com-
pletion problems can all be effective. These designs were devised as alter-
natives to solving conventional problems that normally require means-ends
search to attain solution. Means-ends search places heavy demands on lim-
ited working memory and these demands are largely irrelevant to schema
construction and storage in long-term memory, or to automation of stored
schemas, both essential for the development of expertise.

The split-attention effect derived from the worked example effect. In-
structional designs requiring students to split their attention between and
mentally integrate multiple sources of information can place as heavy a
load on working memory as means-ends search, thus negating the positive
effects of worked examples. Physically integrated instructional designs re-
duce cognitive load and so facilitate schema construction and attention.
The elimination of split-attention is important for all forms of instruction,
not just when using worked examples.

The modality effect partly derived from the split-attention effect.
Rather than reducing the load on working memory by physically integrating
split-sources of information, effective working memory can be increased by

Sweller, van Merrienboer, and Paas290



presenting some verbal sources of information in auditory rather than visual
form. Dual modality presentation under split-attention conditions facilitates
schema construction and automation as effectively as physical integration
of visually presented materials. At present, there is no empirical evidence
nor theoretical reasons for supposing that dual mode presentation is effec-
tive except under split-attention conditions.

The redundancy effect also derived from the split-attention effect.
Multiple sources of information that do not require split-attention and in-
tegration, because one or more sources are redundant, should not be physi-
cally integrated. Working memory load is reduced and schema construction
and automation enhanced by using designs that eliminate redundant
sources of information. How redundant material is dealt with should de-
pend on learners' level of expertise. Redundant material should be elimi-
nated for expert learners but the same material might need to be integrated
for novice learners. Material that is redundant for more experienced learn-
ers may be essential for less experienced learners.

Lastly, the variability effect was predicated on the assumption that
while an increased extraneous cognitive load had negative consequences,
increases in germane cognitive load could be beneficial. Variability in-
creases germane cognitive load but that increase in load on working mem-
ory benefits schema construction.

In addition, experimental results have indicated that split-attention, re-
dundancy, and the use of single- rather than dual-modality materials do
not have appreciable negative consequences under conditions of low ele-
ment interactivity. If intrinsic cognitive load is low due to low element in-
teractivity, extraneous cognitive load may not be an important consideration
for instructional designers. It becomes critical under conditions of high ele-
ment interactivity. In addition to these findings, cognitive load theory yields
many guidelines for the broader field of instructional systems design (ISD)
which were not discussed in this review (van Merrienboer, 1997; van Mer-
rienboer and Dijkstra, 1997; van Merrienboer, Jelsma, and Paas, 1992).

No techniques have been described in this paper that have not been
extensively tested experimentally for effectiveness. We consider that testing
program—based on replicated, controlled experimental designs—to be a
major strength of cognitive load theory and the instructional procedures
that it has generated. Furthermore, whereas early work within a cognitive
load framework provided only indirect indicators of cognitive load, such as
study times, later work used more direct measures such as secondary tasks
and subjective rating scales of load. Work on subjective rating scales is be-
ginning to develop a comprehensive set of statistical procedures specifically
associated with cognitive load theory.
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As can be seen from this review, most work within a cognitive load
framework has been concerned with techniques designed to reduce extra-
neous cognitive load. Later work has been concerned with relations be-
tween extraneous and intrinsic cognitive load. There has been some work
on procedures designed to increase cognitive load by increasing relevant
mental effort (germane cognitive load) in order to facilitate schema con-
struction. The use of problem variability is a major representative of this
class of techniques. Nevertheless, to this point, that area does not have the
same extensive repertoire of techniques and experiments as are associated
with extraneous cognitive load. For future research, germane cognitive load
will become a major focus of attention, and we expect considerable progress
in this area over the next few years. Another important topic for further
research concerns the implications of cognitive load theory for specific tar-
get groups with impaired cognitive capacity. For instance, there is a growing
body of evidence to support the hypothesis that age-related declines in cog-
nitive performance are most likely to occur in complex cognitive tasks re-
quiring effortful processing. Because these tasks are highly dependent upon
the availability of sufficient attentional resources for their successful com-
pletion, they are disproportionally compromised by age-related declines in
cognitive capacity and age-related declines in the ability to inhibit irrelevant
information. Instructional methods based on cognitive load theory, which
can be argued to be more cognitive-capacity efficient, could be expected
to compensate for these age-related declines. Research currently is com-
mencing in this area.
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